IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. 17, NO. 4, JULY 2006

879

Universal Approximation Using Incremental
Constructive Feedforward Networks

With Random Hidden Nodes

Guang-Bin Huang, Senior Member, IEEE, Lei Chen, and Chee-Kheong Siew, Member, IEEE

Abstract—According to conventional neural network theories,
single-hidden-layer feedforward networks (SLFNs) with additive or
radial basis function (RBF) hidden nodes are universal approxima-
tors when all the parameters of the networks are allowed adjustable.
However, as observed in most neural network implementations,
tuning all the parameters of the networks may cause learning
complicated and inefficient, and it may be difficult to train net-
works with nondifferential activation functions such as threshold
networks. Unlike conventional neural network theories, this paper
proves in an incremental constructive method that in order to let
SLFNs work as universal approximators, one may simply randomly
choose hidden nodes and then only need to adjust the output weights
linking the hidden layer and the output layer. In such SLFNs imple-
mentations, the activation functions for additive nodes can be any
bounded nonconstant piecewise continuous functionsg : R — R
and the activation functions for RBF nodes can be any integrable
piecewise continuous functionsg : R — Rand [, g(z)dxz # 0.
The proposed incremental method is efficient not only for SFLLNs
with continuous (including nondifferentiable) activation functions
but also for SLFNs with piecewise continuous (such as threshold)
activation functions. Compared to other popular methods such a
new network is fully automatic and users need not intervene the
learning process by manually tuning control parameters.

Index Terms—Ensemble, feedforward network, incremental
extreme learning machine, radial basis function, random hidden
nodes, support vector machine, threshold network, universal
approximation.

1. INTRODUCTION

HE widespread popularity of neural networks in many

fields is mainly due to their ability to approximate complex
nonlinear mappings directly from the input samples. Neural
networks can provide models for a large class of natural and
artificial phenomena that are difficult to handle using classical
parametric techniques. Out of many kinds of neural networks,
single-hidden-layer feedforward neural networks (SLFNs) have
been investigated more thoroughly.

Seen from the viewpoint of network architectures, two main
SLFN network architectures have been investigated: 1) the
SLFNs with additive hidden nodes and 2) radial basis function
(RBF) networks which apply RBF nodes in the hidden layer.
The output function of an SLFN with n additive nodes can be
represented by

fu(x) = Zﬂi!](ai x+0b;),a, e REb, B € R (1)
i=
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where a; is the weight vector connecting the input layer to the
sth hidden node, f3; is the weight connecting the ith hidden node
to the output node, and ¢ is the hidden node activation func-
tion. a; - x denotes the inner product of vectors a; and x in
R?. The RBF network is considered a specific SLFN which ap-
plies RBF nodes in its hidden layer. Each RBF node has its own
centroid and impact factor, and its output is some radially sym-
metric function of the distance between the input and the center.
The output function of an SLFN with » RBF nodes can be rep-
resented by

fa9) = 3 Bug G

i=1

a; € Rd, b; € R+, bi € R 2)

where a; and b; are the center and impact factor of ith RBF
node and f3; is the weight connecting the ¢th RBF hidden node
to the output node. R indicates the set of all positive real value.
From a mathematical point of view, research on the approxima-
tion capabilities of SLFNs has focused on two aspects: universal
approximation on compact input sets and approximation in a set
consisting of finite number of training samples.

Hornik [1] proved that if the activation function is contin-
uous, bounded, and nonconstant, then continuous mappings can
be approximated by SLFNs with additive hidden nodes over
compact input sets. Leshno [2] improved the results of Hornik
[1] and proved that SLFNs with additive hidden nodes and with
a nonpolynomial activation function can approximate any con-
tinuous target functions. Regarding the universal approximation
capability of RBF network, Park and Sandberg [3] has proved
that RBF network with the same impact factor for suitably
chosen kernels can approximate any continuous target function.
For function approximation in a set consisting of N training
samples {(x;,t;)|x; € X ¢ R4, t; € R™,i = 1,2,...,N},
some researchers have proposed constructive methods for
SLFNs. For instance, Huang and Babri [4] show that an SLFN
with at most IV hidden nodes and with almost any nonlinear
activation function can learn N distinct observations with
zero error. It should be noted that all the network parameters
(including input weights and biases of additive nodes or centers
and impact factor of RBF nodes) need to be adjusted in all these
previous research works.

It has been shown in our recent work [5] that with the input
weights chosen randomly, both SLFNs (with /N additive hidden
nodes) and two-hidden-layer feedforward neural networks
(TLFNs) (with at most O(\/N ) additive hidden nodes) can
learn NNV distinct observations with arbitrarily small error. One
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may only simply adjust the rest parameters except for the input
weights and first hidden layer biases in applications [6]-[10].
Baum [11] has claimed that (seen from simulations for SLFN
with additive hidden nodes) one may fix the weights of the
connections on one level and simply adjust the connections on
the other level and no gain is possible by using an algorithm
able to adjust the weights on both levels simultaneously. Fur-
thermore, Huang et al. [12], [13] show that the centers and
impact factors of the RBF nodes of RBF networks can also be
randomly chosen. In fact, some simulation results on artificial
and real large-scale complex cases [6]-[10], [12], [13] have
shown that this method (with fixed network architectures) may
be dramatically efficient and have good generalization perfor-
mance. Some researchers [14]-[16] have proved in theory that
for SLEN with additive hidden nodes, one may freeze input
weights and biases of hidden nodes once they have been tuned
and need not further adjust them when new nodes are added.

These research results may imply that in the many applica-
tions of SLFNs, input weights and biases of additive hidden
nodes or centers and impact factors of RBF hidden nodes need
not be adjusted at all. However, so far there lacks a strict the-
oretical justification for this viewpoint, and it is not clear what
functions can be chosen as activation functions of hidden layers
in such SLFNs with randomly generated nodes.

This paper mainly proves in theory that given any bounded
nonconstant piecewise continuous activation function g : R —
R for additive nodes or any integrable piecewise continuous ac-
tivation function g : R — R (and [, g(x)dz # 0) for RBF
nodes, the network sequence {f,} with randomly generated
hidden nodes can converge to any continuous target function f
by only properly adjusting the output weights linking the hidden
layer to the output nodes. Although a systematically investiga-
tion of the performance of such networks is not the aim of this
paper, the constructive methods have been tested on both arti-
ficial and real-world benchmark problems. As observed from
the simulation results, the proposed constructive methods can
actually achieve good performance. Compared to other popular
algorithms such as support vector regression (SVR) [17], [18],
stochastic gradient descent backpropagation (BP) [19], and in-
cremental RBF networks (RAN [20], RANEKF [21], MRAN
[22], [23], GAP-RBF [24], and GGAP-RBF [25]), the proposed
incremental SLFN is fully automatic in the sense that except for
target errors and the allowed maximum number of hidden nodes,
no control parameters need to be manually tuned by users.

This paper is organized as follows. Section II proves in theory
that SLFNs with random additive or RBF hidden nodes are uni-
versal approximators for any continuous functions on any com-
pact sets. Section III introduces the incremental algorithm with
random additive or RBF hidden nodes, which is directly derived
from our new universal approximation theory. We will also ex-
tend the case of incremental SLFNs with random additive nodes
to the case of TLFNs with random additive nodes and further
show that in many implementations, like ensemble computing
and local experts mixture, the different learning machines may
in general share the additive hidden nodes and thus much more
compact network architectures could be obtained. Performance
evaluation is presented in Section IV. Discussions and conclu-
sions are given in Section V.
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II. UNIVERSAL APPROXIMATION CAPABILITY OF
SINGLE-HIDDEN-LAYER FEEDFORWARD
NETWORKS (SLFNS) WITH RANDOM NODES

We first prove in theory that SLFNs with randomly generated
additive or RBF nodes and with a broad type of activation func-
tions can universally approximate any continuous target func-
tions in any compact subset X of the Euclidean space R.

Without loss of generality for universal approximation, as-
sume that the network has only one linear output node. It can
be easily seen that the extension of all the analysis conducted
in this paper to multinonlinear output nodes cases is straight-
forward. SLFN network functions with n hidden nodes can be
represented by

fn(x) =) Bigi(x), x€R'  BieR (3
iz

where g; denotes the hidden node output function. For additive
nodes with activation function g, g; is defined as

gi = g(ai *X + bi)./ a; € Rd, b; € R 4)

and for RBF nodes with activation function g, g; is defined as

g=g<||}(;7a”> a; € RY, b; € RT. (5)

It has been shown [1]-[3], [26]-[29] that given activation
function g(x) satisfying certain mild conditions, there exists a
sequence of network functions { f,,} approximating any given
continuous target function f. It should be noted that all param-
eters in any f,, in the sequence are required freely adjustable in
all these previous works. Some researchers [14]-[16] proposed
incremental methods for SLFNs with additive nodes which
can allow input weights and biases of new hidden nodes to be
tuned when added and then fixed after tuned. Romero [30] also
proposes an incremental algorithm for SLFNs with additive
and RBF nodes and shows that the input weights and biases
or centers and impact factors of hidden nodes are tuned when
added and can then be kept fixed.

The major objective of this paper is to show that given any
bounded nonconstant piecewise continuous activation function
g : R — R for additive nodes or any integrable piecewise con-
tinuous activation function g : R — R (and [}, g(x)dz # 0) for
RBF nodes, the network sequence { f,,} with randomly gener-
ated hidden nodes can converge to any continuous target func-
tion f by only properly adjusting the output weights. Different
from other increment algorithms for SLFNs with additive nodes
[14]-[16], [30], [31] and incremental RBF networks [20]-[25],
[30], new nodes need not be tuned at the time they are added.
Thus, the efficiency of SLFNs could be considerably increased.

Let L2(X) be a space of functions f on a compact subset
X in the d-dimensional Euclidean space R? such that | f|? are
integrable, that is, [y |f(x)|?dx < oc. Let L*(R") be denoted
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by L?. Similar to [15], for u, v € L?(X), the inner product
(u,v) is defined by

(u,v) = /u(x)v(x)dx. (6)

The norm in L?(X) space will be denoted as || - ||. The closeness
between the network function f,, and the target function f is
measured by the L?(X) distance

1/2

1 — = / ) - fOPdx| . @
X

Definition 1.1 [32, p. 334]: A function g(z) : R — R is
said to be piecewise continuous if it has only a finite number
of discontinuities in any interval and its left and right limits are
defined (not necessarily equal) at each discontinuity.

Definition I1.2: The function sequence {g, = g(a, -x+b,)}
or {g, = g(||x — a,||/b,)} is said to be randomly generated if
the corresponding parameters (a,, b, ) are randomly generated
from R? x R or R? x R* based on a continuous sampling
distribution probability.

Remark 1: As done in our simulations, one may randomly
generate sequence { gy, } based on a uniform sampling distribu-
tion probability.

Definition I1.3: A node is called a random node if its param-
eters (a, b) are randomly generated based on a continuous sam-
pling distribution probability.

A. Necessary Lemmas

Some lemmas that are used to prove our main Theorem II.1
are provided in this section.

Lemma II.1 [33, p. 81]: The space of L? is complete.

Lemma II.2 [33, p. 80]: The sum of two functions of L? is
an element of L2

Lemma I1.3 [2, Proposition 1]: Given g R — R,
span{g(a-x + b) : (a,b) € R? x R} is dense in L? for
every p € [1,00), if and only if g is not a polynomial (almost
everywhere).

Lemma I1.4 [3]: Letk : RY — R be an integrable bounded
function such that k is continuous (almost everywhere) and
Jra k(x)dx # 0. Then span{k((x — a)/b) : (a,b) €
R? x R*} is dense in L? for every p € [1,00).

Remark 2: As mentioned by Park and Sandberg [3, p. 252],
there is no requirement of radial symmetry of the kernel function
k in Lemma I1.4. The radial basis functions case considered in
this paper is a specific case of Lemma IL.4: k((x — a)/b) =
9(lx - all/b).

Lemma I1.5: Given a bounded nonconstant piecewise contin-
uous function g : R — R, we have

lim
(a,b)—(ao,bo

)Ilg(a-X+b)—.f/(ao-X+bo)|| =0

Y(ag,bo) ERY x R (8)

Ig( a- x+b)-g( ay x+b0)l <€

R : >
(AI X

Fig. 1. Bounded piecewise continuous functions g(a-x+b) and g(||x—al|/b)
can, respectively, be as close to g(ao - x + bo) and g(||x — ao||/bo) as possible
by adjusting (a, b).

and

lim
(a,b)—(ao,bo)

o5 (5

Y(ag,bp) € R x RT. (9)

Proof: Let gy and § denote g(ag - x + bg) and g(a-x+b)
(or g(||x — ap]|/bo) and g(||x — al| /b)), respectively. Since g is
bounded, suppose that |g(z)| < M for all z. Given any small
positive value €, set v = (1/2)(e/8M?)'/<. Without loss of
generality, suppose that g(z) has only one discontinuity Z € R
and §o and § have single discontinuity points Xo € R% and x €
R4, respectively. Thus, for given (ag, by) and (a, b), we have
ap ')A((]—f—bo = aﬁc—f—b =1 (OI' (||§co—a0||/b0) = (||>2—a||/b) =
). Since a-x+b (or ||x—al||/b) is a continuous function of a and
b, there exists 1 > 0 such that when ||(a, b) — (aq, bo)|| < 71,
we have || — X¢|| < 7. Let A denote a neighborhood of point
Xg (as shown in Fig. 1)

A={x:|x—%0l <~}. (10)

Obviously, the discontinuous points (Xq and X) of gg and § are
then located in the small subset A. Thus, § — g shall be contin-
uous in the subset X — A. Further, there exists v2 < 7; when
|(a,b) — (ag, bo)|| < v2; we have (§ — §o)* < (¢/2 [ dx) for
all x € X — A. Thus, when ||(a,b) — (ag, bp)|| < 72, we have

/ (5 — go)dx < / (6 o) dx+ / (6—go)2dx
X A

X-A

€ d 2
<3 T dx -/dx-i—(?*y) “AM*=e. (11)
X

This completes the proof. [ |

Lemma I1.6: Given a bounded nonconstant piecewise con-
tinuous function ¢ : R — R and any given positive value
< /2 and any given go, for any randomly generated function
sequence {gn }, there exists a positive integer M such that for
any continuous segment G(”J\I) = {gn, In+1s--- .,gnJrAl,l}
(n =1,2,...), with probability as close to one as desired, there
exists g; € Gy, ar) satisfying

0(g:.90) < 0 (12)

where 64, 4,) denotes the angle formed by g; and go.
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Proof: Given a positive value § < /2, according to
Lemma ILS5, there exists & > 0 such that V(a,b) € Qo =
{(a,b) : [I(a,b) = (a0, bo)[| < &}, [lg = goll < lgoll sin(6).
Suppose that the continuous sampling distribution proba-
bility in R? x R (for the additive node case or R? x Rt
for the RBF node case) is p(x) and [g., ,p(x)dx = 1 (or
Jray g+ P(X)dx = 1). Then for any continuous segment
Gy = {9n:9n+1,---,9nsnr—1}, the probability that
among all the M elements the parameters (a,b) of some
elements are sampled from the area Qg is fQo p(x)dx. That
is, from the probability point of view, there probably are
Yo (1= Jo, P)AX) - [ p(x)dx elements g; € G(nar)
such that ||g; — gol| < ||gol| sin(é). Thus, M can be selected
to make Y10 (1 — Jo, P(x)dx)" - [, p(x)dx = 1; then for
any continuous segment G, A1) = {gn, Gnt1,- s GniM—1}
at least there exists an element g; € G, ar and (a;,b;) € Qo.
That is, there exists M such that 3g; € G(,,,ar) (¥n) satisfying

A~

S(0(5,.90)) < 195~ 0ll/llgol] < sin(6) where 6, ) < /2.
that is, 9(9“90) <.

B. Universal Approximation Using SLFNs With Random
Nodes

Lete, = f— f, denote the residual error function for the cur-
rent network f,, with n hidden nodes, where f € L?(X) is the
target function. We can now prove that given any bounded non-
constant piecewise continuous activation function g : R — R
for additive nodes or integrable piecewise continuous activa-
tion function g : R — R (and [, g(x)dz # 0) for RBF
nodes, for any continuous target function f and any randomly
generated sequence {g,}, lim,_ ||en|| = 0 holds if 8, =
{en—1,9n)/llgnll*.

Theorem I1.1: Given any bounded nonconstant piecewise
continuous function ¢ : R — R for additive nodes or any
integrable piecewise continuous function ¢ : R — R and
Jrg(x)dz # 0 for RBF nodes, for any continuous target
function f and any randomly generated function sequence
{gn}, lim,— o ||f — full = 0 holds with probability one if

<€n_1, gn>

ﬁn =
g2

(13)

Proof: We first prove that the expression |le,| =
If — (fn=1 + Bgn)|| achieves its minimum iff 3 = G, =
(en—1,9n)/|lgnl|? and the sequence {||e,||} converges. Then
we further prove lim,,_, y o, e, = 0.

a) Since g is bounded nonconstant piecewise continuous and
f is continuous, we have g,, f € L?(X), and ||g.| =
Jx 92dx # 0. According to Lemma 11.2, e,, € L*(X).

Let A = |len_1]|* — ||en]|?; then we have

A =llen 1> = If = (fa1 + Bugn) I
= ||en—1||2 —len—1 — ﬂngnuz
:2/Bn<en—1~/gn> - ﬁTZLHQTLHz

2 2
o (o))
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Fig. 2. Error residual function e,, is always orthogonal to ¢,,: €, L ¢,,. The
sequence {||e,, ||} is decreasing and bounded below by zero.

A is maximized iff 3, = (e,—1, gn)/||9n||*, meaning that
llenll = If — (fu=1 + Bngn)|| achieves its minimum iff
B = Bn = (en—1,9n)/l|gnl|*- From the function space
point of view, e, L g, when |len]| = [|f — (fa=1 +
Brngn)|| achieves its minimum (see Fig. 2). In fact, when

Bn = {en—1,9n)/|lgn||?, we have

(€nsgn) = (en—1 — Bngn, gn)
= <6n—17gn> - ﬂn<(7n, Qn>
=0. (15)
When [))n = <en—1:gn>/||gn||2a A = Amax

(en—1,9n)?/|lgnll> > 0. So the sequence {|le.||} is

decreasing and bounded below by zero and the sequence

{llen||} converges.

b) We can now prove lim,_, ||, || = 0 by contradiction

method.

b.1) Since the sequence {||e, ||} converges, there ex-
ists 7 > 0 such as lim,,—, 4 ||en|| = 7. Suppose
r > 0; then the sequence {||e, ||} is decreasing and
bounded below by r, that is, ||e,,|| > 7 for all pos-
itive integer n. Thus, V6 > 0, JIN; > 0, such that
when n > Nj, we have r < llexnll < r + 6, which
implies an infinite number of e, (Yn > Ni) cov-
ered by a compact set. Thus, there exists a subse-
quence {e,, } which converges to a limit denoted
by e* and ||e*|| = limg—1oo ||€n, || = 7. Since
en, € L?(X) and L%(X) is complete (see Lemma
I1.1), we have e* € L%(X).
Furthermore, there should exist g* = g(a* -x+b*)
or g* = ¢g(||x — a*||/b*) such that g* is not or-
thogonal to e*. Otherwise, e* is orthogonal to
span{g(a - x + b) (a,b) € R? x R} or
span{g(||x — a||/b) : (a,b) € R? x R*}, which
is contradictory to the fact that span{g(a-x+1b) :
(a,b) € R? x R} (see Lemma I13) or
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Fig. 3. For the limit e* of a subsequence of {e, }, if ||e*|| = 7 # O there exists a g* which is not orthogonal to e*, then there exists e,, 1,41 such that
||enk+p+1|| < lim, 4o ||en]| = r, which is contradictory to the fact that ||e,1k+p+1|| > r. Thus r must be zero. For the sake of simplicity, 6= c*),

0(611k+p=6*>’ 6'(gnk+p+1_g*), and 0(611k+p=gnk+p+l) are denoted by 8*, 8(1), §(2) "and 8, respectively. 8 < 8* + (1) 4 9(2),

span{g(||x — al|/b) : (a,b) € R? x Rt} is Z;;Z::_l lBp9y ||, for any fixed positive integer
dense in L?(X) (see Lemma I1.4). m, we have

Let 0y~ .~y denote the angle formed by ¢g* and e*
and we have 0 < 6y o) < /2. (see Fig. 3).

b.2) Let 9(87“6*) be the angle formed by e,, and e¢*, with kETOO llen, = enptmll = 0. (18)

0 < B, ey < w/2. Choose any small positive

value ¢ such that £ < 1 — sin(f,« .+)). Since We, then, further have

limg— o0 ||€n, || = ||€¥|| = 7, IN2 when k > N»
fewsll < I llen, o =€l = B flen, s = en, + en, €'l
Eny, 1— é- < kEI-ir-loo ||enk+m — €ny ||

1—&—sin (0, o i —e*
H(E er) < arcsin < ¢ 2( (g, ))> . (16) + k£g1oo||enk <l
’ =0 (19)

Since for all positive integer n, e,, L g, and e,, =
€n—1—Pngn [see (15)], wehavee,, L (e,—1—en).
Furthermore, we have

where e,,, 4+, need not be an element of the sub-
sequence {e,, }. According to (16) and (19), there
exists N3 > N, Yk > N3 we have (see Fig. 3)

€n—1— €En = ||n—1 €n - €n—1,€n
[ 12 = llen—1l® + lleall — 2 ) ool < "
ML
= llen—1ll? + llenll? P T=¢

N Y B 1 — & —sin (Oggn e
2(<€Z—17€n> 2 (en1 = encn)) H(en +ee”) < arcsin< ‘ ln( (g%, ))) )
= ||€n71|| - ||6n|| . (17) kP 5

Thus, we have lim, . o ||Bngnll® _

limp oo (llen1l® = lleall®)= 7> =2 = 0. where L(ng) is a function of k& : L(ng) =
Then, for any given positive integer m, we max (- leminll < /(1 - €) and
have limn—)—i—oo Z;i—;ﬂ+1 ||Bpgp‘||'| - 0. Since H(Enker:‘E*) < arCSin(l - 5 - Sin(ﬂ(g*,e*))/2)70 S
llen,+m — en,ll= ||ZZin:ﬂ+1 Bppll < p < m}. Obviously for any given positive
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integer M, 3k > ]\73L(nk) > M since
for any given positive integer m we have
limg— 4o ZZLI:H-H 1 Bpgpll = 0.

Let 0(,, 4-) denote the angle formed by g, and
g*, with 0 < 6, .y < 7/2. Since function
sequences {g,} are randomly generated at a
continuous sampling distribution probability,
according to Lemma II.6, there exists a pos-
itive integer M such that for any continuous
segment, G(oary = {9n,In+1,-- Gntdr—1}
(n =1,2,...) of function sequence {g,, } g+, €
Gn,ar) satisfying 0 . oy < arcsin(l —
§ — sin(f(g- +))/2). As Ik > N3 such that
L(ng) + 1 > M, according to Lemma II.6
for continuous segment G(n, 41,L(ny)+1) =
{gnk+17"'7gnk+L(nk)+l} ap, 0<pc< L(“k)s
satisfying (see Fig. 3)

b.3)

[ 1 =& —sin Oy e
H(gwﬂﬂ’g*) < arcsin < 5 ( (g”, ))> . 2D

the
Gnp+p+1.  AS

denote
and

b.4) Let 6(enk+P1gnk+p+l) angle
formed by en4p

0(6771\.+P7.’]71k+p+1) S 0
<

and 0(&*,gw+p+1)

(P'";\V+Psex) + 9(e",g,,k+p+1)

) O(grer) + 0(917,k+p+17g*)’
where 6,4, .,.,) is the angle formed by
e* and g, +p+1, We have €(enk+p7gnk+p+l) <

Og ey + Oen,iper) + Olgn ipirge) (SeC
Fig. 3). Thus, according to (20) and (21), we

have Sin(9(87lk+p=gvv,k+p+1)) < Sin(e(g*ﬂ*)) +
sin(e(enﬁme*))-q-sin(H(gﬂkH%g*)) < 1 =&
Furthermore, as |le,, 4|l < /(1 — &)
[see (20)], we have |len,4ptill =
||enk+]1|| Sin(e(ﬁn,\,+p,gnk+p+1))< (7"/(1 -
&) x (1 — & = r, which is contradictory to
the fact that all ||e,|| > r. Thus » = 0, that is,
lim, 4o |len]] = 7 = 0. This completes the
proof.

|
Remark 3: Seen from Theorem II.1, in order to let the incre-
mental network f,, with random hidden nodes converge to any
continuous target function f, one may only need to choose a
bounded nonconstant piecewise continuous activation function
g : R — R for additive nodes (such as sigmoidal, threshold,
Gaussian, sine, cosine functions) or an integrable piecewise
continuous activation function g : R — R and [, g(z)dz # 0
for RBF nodes (such as Gaussian function). Such activation
functions also include some nonregular functions as shown
in [4]. It should be noted that all the previous results [1]-[4],
[14]-[16], [20]-[29], [34]-[44] are based on the conventional
network model where the parameters of hidden nodes need to
be tuned during training phase. Furthermore, these previous
theoretical results may not be implementable either.
Remark 4: Barron [14] proposed an incremental algorithm
taking the form f,, = ., f, + (1 — @, )gn Which tries to achieve
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the nearly minimal value for ||, fr, + (1 — an)gn — f]| by
adjusting the input weights and the bias of the newly added
node and then fixing them after tuning. Meir and Maiorov [16]
also proposed an incremental algorithm for the Sobolev class of
target functions f € W (K) instead of any continuous func-
tion f discussed in this paper. The Sobolev class of functions
W, (K) for any nonnegative integer r is defined as Wy (K)=
{f maXe < |g1<r [CAE -"3$5“)IILP(K><OO} where
|E | = k1+- - -+kq4. The incremental algorithm proposed by Meir
and Maiorov [16] takes the form f, = (n — 1)/nf, + Q/nh,
or f, = (n —1)/nf, + 1/ng, and minimizes the value of
|/~ — f|| by optimizing the input weights and the bias of the
newly added node and then fixing them after tuning. Similarly,
Romero [30], [31] proposed an incremental algorithm taking
the form f, = Yo B¢ B (i = 1,...,n) and g,, are
chosen to minimize ||f — (fn—1 + pg)|| + an (Vi and Vg)
where a,, > 0. Its universal approximation capability was
only proved under the hypothesis lim,, , { o @, = 0. It should
be noted that all these previous incremental algorithms [14],
[16], [30], [31] need to recalculate the output weights of all the
existing nodes when a new node is added. Different from these
methods, Kwok and Yeung [15] only adjust the parameters
(including input weights, bias, and output weights) of the
newly added node and then fix all of them. All the parameters
(including output weights) of the previous existing nodes will
be no longer tuned when a new node is added. Our incremental
method randomly generates input weights and biases for newly
added nodes instead of tuning them, and the output weights
remain fixed once tuned. Unlike the theoretical works done by
Barron [14] and Meir and Maiorov [16], which do not give the
explicit methods on how to tune all the parameters, our theory
indeed gives an efficient learning implementation by obtaining
the value for the only parameters (output weights) directly:
Bn = <en—179n>/”9n”2~

Remark 5: Different from other incremental learning theo-
ries [14]-[16] that are proposed for SLFN's with additive nodes,
our main Theorem II.1 is also valid for RBF networks. The al-
gorithm proposed by Romero [30], [31] works for both additive
nodes and RBF nodes; however, all the parameters need to be
tuned in that algorithm.

III. PROPOSED INCREMENTAL ALGORITHMS WITH RANDOM
ADDITIVE OR RBF NODES

A. Incremental Algorithm for SLFNs With Random Additive
or RBF Nodes

The main objective of this paper is to provide a theoretical
justification for SLFNs with randomly generated nodes. To sys-
tematically investigate the performance of such networks is ba-
sically beyond the scope of this paper. However, we can simply
show that the incremental constructive method provided in the
above analysis actually works and performs efficiently in real
applications.

According to Theorem II.1, when the nth hidden node is
added, the weight (3,, linking the new node to the output node
should be chosen as (e,,_1, gn)/||gn||?. In practice, it could not
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be calculated since the exact functional form of e,,_; is unavail-
able. Similar to [15, p. 1134], a consistent estimate of the weight
(r, based on the training set is

CE-HT XL ep)h(p)
T H-HT S h2(p)

Bn (22)

where h(p) is the activation of the new hidden node for
the input of pth training sample and e(p) is the corre-
sponding residual error before this new hidden node is added.
H = [h(1),...,h(N)]T is the activation vector of the new
node for all the N training samples and E = [e(1),...,e(N)]¥
is the residual vector before this new hidden node added. In real
applications, one may not really wish to get zero approximation
error by adding infinite nodes to the network; a maximum
number of hidden nodes is normally given. Thus, such an in-
cremental constructive method for SLFNs can be summarized
as follows!:

Algorithm 1

Given a training set N = {(x;,t;)|x: € R",t; € R,i =
1,...,N}, activation function g(z), maximum node
number Nmax, and expected learning accuracy e:
Step 1) Initialization: Let N =0 and residual

error E =1, where t=[ti,..., tx]
Step 2) Learning step:

while N < Npax and ||E|| > €

a) increase by one the number of

hidden nodes N: N=N+1;
b) assign random input weight ag and

bias by (or random center ay and
impact factor bg) for new hidden
node N;

c) calculate the output weight B3 for
the new hidden node

E-HY
Be = N

= 23
05 =y BT (23)

d) calculate the residual error after
adding the new hidden node N:

E=E—3;-Hy.

endwhile

Before learning, there is no node in the network and the
residual error is initially set as the expected target vector
of the training data set, as shown in Step 1). Learning will
stop when the number N of hidden nodes has exceeded the
predefined maximum number Nmax or the residual error £
becomes less than the expected one. The £ in the right side
of (24) represents the residual error vector before the new
node added and the E in the left side represents the residual
error vector after the new node added, which is consistent with

Ex =7f—Ffx=Ex_1 — Brox-

I'The network with the fixed architecture and randomly assigned hidden nodes
is called extreme learning machine (ELM) [7]-[10], [12], [13] where the output
parameters are determined by ordinary least square and according to Theorem
IL1lim, o || f — f» || = 0 holds for ELM. For the sake of consistency, Algo-
rithm 1 directly derived from Theorem II.1 can then be referred as incremental
ELM (I-ELM) accordingly as the hidden nodes are increased one by one.

Remark 6: Different from most popular learning algorithms,
which require the activation function of hidden nodes differen-
tiable, the proposed incremental learning algorithm is suitable
not only for differentiable activation function such as the sig-
moidal, Gaussian, sine, and cosine functions but also for non-
differentiable functions such as threshold functions.

B. Incremental Algorithm for TLFNs With Additive Nodes

In order to learn finite training samples, Huang [5] constructs
a specific class of TLFNs which need much fewer additive nodes
than SLFNs by letting separate learning machines (SLFNs lo-
cally trained on different data regions) share common additive
nodes in the first hidden layer. In that implementation, the input
weights and the biases of the first hidden layers are also ran-
domly given. TLENs proposed in [5] can approximate those fi-
nite training samples with arbitrarily small errors; however, it is
still an open issue whether it can universally approximate any
continuous functions. Section III-A of this paper proposes an
incremental implementation for SLFNs that makes SLFNs uni-
versally approximate any continuous functions in any compact
subset X of R?. During this incremental implementation, the
input weights and hidden layer biases need only to be randomly
given. Based on the constructive method in [5] and the intro-
duced incremental implementation of SLFN in Section III-A,
naturally we can construct very compact TLFNs similar to the
one proposed by Huang [5] but with the important universal ap-
proximation feature.

For simplicity, we first construct a subnetwork which can ap-
proximate the following target:

f=f/C+05 (25)

which is a scaled function of the continuous target f and C'is a
scale factor to make 0 < f < 1.

Similar to [5], the bounded sample input set X can be divided
into L subregions V1) ... V(X by setting

v {{x|xeXandbp_1 <a-x<by}, 1<p<lL
{x|xe€ Xandb;,_1 <a-x<by}, p=1L

(26)
where a is a random vector and by = mingex{a - x}, by, =
maxxex{a-x}, and b, = by + p - ((br, — bg)/L) is the pth
equal partition point of the interval [bg, by]. Given a bounded,
nonconstant and piecewise continuous activation function g(z)
and any small positive value ¢, for randomly chosen sequence
{(an,bn)}>2, according to Theorem II.1, we can construct an
SLEN denoted by M,, such that for subregion V@), when 553’ )
between the hidden layer and the output node of M), is selected
as {€n—1,9n)/llgn||? and the number of additive hidden nodes
N, of M, is large enough, we have ||f5 — fllxev < €
Obviously, the sigmoidal activation function can be selected for
the output layer of all these L SLFNs: { M), 1%:1-

We can construct a subnetwork. Let the hidden nodes of the L
separate SLFNs (learning machines) M), link to the same input
nodes and the output nodes of these L learning machines con-
struct the output layer of the subnetwork. The activation func-
tion used in the output layer is sigmoidal (i.e., goutput(z) =
1/(1 + e~*)). Furthermore, since the input weights and hidden
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Fig. 4. Compact TLEN constructed by L quantizers and L local learning machines which share common hidden nodes.

layer biases of all the L learning machines (SLFNs) M, can be
chosen randomly, these L learning machines can share hidden
nodes. For example, without loss of generality, suppose N, <

- < N 1. Then we can provide N 1, nodes shared by the L
learning machines where the first N, nodes are linked to the pth
node in the output layer. Thus, the pth learning machine M, (pth
sub-SLFN) comprises the input nodes, the first Np nodes in the
first hidden layer and the pth nodes in the second hidden layer
(see Fig. 4).

Similar to [5], now we can construct the expected TLFN by
introducing a quantizer neural module that consists of two sig-
moid nodes A and B. First, we can add 2 nodes in the hidden
layer. These 2L nodes are labeled as A®) and B®), where
p =1,..., L. All the newly added L A®) nodes and L B®)
nodes are fully connected to the input layer with weights a 4 ()
andagu),p =1, ..., L, respectively. However, for each output
node, there are only two newly added nodes linking to it, that is,
only two nodes A®) and B®) of the 2L newly added nodes are
linked to the pth output node, where p = 1,..., L.

The biases of nodes A®) and B®) are set as bar = —b, and
bp» = by_1, respectively. The weight vectors of the connec-
tions linking the input nodes to the newly added hidden nodes
A®) and B®) are chosen as a,p =T-aandagy) = —T-a,
respectively, where neural quantizer factor 7" is a given posi-
tive value. All the weights w 4 g of the connections linking these
newly added 2L hidden nodes to their corresponding output
nodes are chosen as the same value wag = —U. The neural
quantizer modules can inhibit the outputs of those SLFNs and
make them nearly zero by adjusting its quantizer factor U if the
input does not come from their specialized subregions. Thus, the
pth node in the second layer of the TLEN (the output of the pth
SLFN) produces the target output if and only if the input comes
from the pth subregion, whereas the outputs of the other nodes
are inhibited by neural quantizer modules and can be neglected.

We add an output layer with a linear node which links to all
those L output nodes (now the second hidden layer nodes) of the
above constructed subset network. The scale factor C' is simply

chosen as the weights between the second hidden layer and the
output layer of the finally constructed TLFN, and the bias of the
new output layer is b, = —0.5C (see Fig. 4). The output of the
final constructed TLFN can universally approximate the target
function f.

Similar to the incremental algorithm for SLFNs, the incre-
mental method for TLFNs can be summarized as follows:

Algorithm 2

Given a training set W= {(x;,t;)|x: € R",t, € R,i =
1,...,N}, activation function g¢(r), number of
groups (subregions) L, maximum node number

V, and expected learning accuracy €. Let

quantizer factors T and U large enough.

Step 1) Dividing training sample space into

subregions:

a) Randomly generate a vector a and
reindex the training samples such
that a-x; <--- < a-xXxyN.

b) Divide the sorted training samples
into L groups G each consisting
of about N/L training samples.

Initialization: Set the parameters
queue W = 0, which stores the input
weight vector and hidden bias seguence

{(a1,b1),(az,b2),...}. Let |W| denote the

total number of elements in W.

Learning step:

for p=1 to L

Let N, = 0 and residual error FE

initialized with the target vector

of the training samples of the pth

training group G® .

while N, < Nuax and ||E|| > ¢

a) Increase by one the number of
hidden nodes Np: N, = N, +1.

b) If N, <|W|, use the N,th parameters
(ag,,bx,) in W as the input weight
vector and bias of the new hidden
node. Otherwise, assign random
input weight vector ag and bias b&;

for new hidden node N,, and add the
parameter (ay, .by ) into W.

N max s

Step 2)

Step 3)



HUANG et al.: UNIVERSAL APPROXIMATION USING INCREMENTAL CONSTRUCTIVE FEEDFORWARD NETWORKS 887

TABLE 1
SPECIFICATION OF BENCHMARK DATA SETS

Problems # Training | # Testing # Attributes
Data Data Continuous | Normal

Abalone 2000 2177 7 1
Auto Price 80 79 14 1
Boston Housing 250 256 13 0
California Housing 8000 12640 8 0
Census (House8L) 10000 12784 8 0
Delta Ailerons 3000 4129 5 0
Delta Elevators 4000 5517 6 0
Machine CPU 100 109 6 0

c) Calculate the output weight ,B(ég) for

the newly added hidden node ofpthe
pth learning SLFN M,

r
a(p) _ Np
By = ————. (27)
No T Hy, HE

d) Calculate the residual error after
adding the new hidden node N,

E:E—,B%?Z-HNP (28)

endwhile
endfor

In real applications, quantizer factors 7" and U can be simply
set as a very large value which can be considered infinity in
the specified computing environments. For example, in many
ordinary PCs, 7" and U can be set as 10128 as done in our
simulations.

Compared with [5], where only infinite differential activation
functions like sigmoidal function have been rigorously proved
for such TLFNSs, the activation functions that could be used in
such TLFNs have been extended very widely in this paper, in-
clude almost all popular activation functions which can be used
in the application of neural networks.

IV. PERFORMANCE EVALUATION

In this section, the performance of the proposed incremental
learning algorithms is compared with other popular learning
algorithms on benchmark problems in the function approxi-
mation area: 1) approximation of a SinC function and 2) eight
real-world function approximation problems from the UCI
database [45].2 The popular learning algorithms to be compared
include support vector machine for regression (SVR) [17], [18],
stochastic gradient descent backpropagation (BP) [19], and
other popular incremental learning algorithms such as RAN
[20] and MRAN [22], [23]. The sigmoidal activation function
with gain parameter A : g(x) = (1/1 + e~*)is used in the
stochastic gradient BP algorithm. The kernel function used in
SVM and our SLFN with RBF nodes are the radial basis function
B(x) = exp(—||x—p||?). The specification of these benchmark
problems is shown in Table I. In our experiments, all the inputs
(attributes) have been normalized into the range [—1, 1] while
the outputs (targets) have been normalized into [0, 1]. For the
case of SLFN with sigmoidal and Sin additive hidden nodes, the

2Auto Price data set, which was originally from [45], can be downloaded from
http://www liacc.up.pt/~ltorgo/Regression/price.html

input weights a; and hidden biases b; are randomly chosen from
the range [—1, 1]. For the case of SLFN with hard-limit additive
hiddennodes (g(z) = —1y<o + 1>0), the input weights a; and
hidden biases b; are randomly chosen from the range [—0.1, 0.1]
and[—1, 1], respectively. For SLFN with RBF activation function
¢(x) = exp(—||x — p||?), the centers y; are randomly chosen
fromtherange [—1, 1] whereas the impact factor -y is chosen from
the range (0, 0.5). For SLFN, our target error is € = 0.01.

All the simulations for BP, RAN, MRAN, and our new in-
cremental learning algorithms are carried out in MATLAB 6.5
environment running in a Pentium 4 2.99 GHz CPU. The simu-
lations for SVM are carried out using compiled C-coded SVM
packages: LIBSVM [46] running in the same PC. The basic
algorithm of this C-coded SVM packages is a simplification of
three works: original SMO by Platt [47], SMO modification by
Keerthi et al. [48], and SVM™&h by Joachims [49]. It should be
noted that a C implementation would be faster than MATLAB by
up to 10-50 times for the same applications [50]. So acomparison
with LIBSVM gives SVM an advantage. Twenty trials have been
conducted for each problem, with training and testing data sets
randomly generated for each trial. Simulation results including
the average testing root mean square error (RMSE) and the corre-
sponding standard deviation (Dev) are given in this section.

A. Comparison Between the SLFN and Other Popular
Incremental Learning Algorithms

The performance of the proposed incremental learning algo-
rithm is first compared with other popular incremental learning
algorithms such as RAN and MRAN. Some parameters for BP,
RAN, and MRAN need to be manually tuned by trial and error.
For both RAN and MRAN, Npax = 1.15, Nmin = 0.04,¢ =
0.0001, and v = 0.999. For MRAN, some additional parameters
are setas = 0.0005, and growing and pruning thresholds are
set as 0.0001. In addition, for RAN and MRAN algorithms, dis-
tance parameter x = 0.3 is set for Abalone, California Housing,
and Census (House8L) and x = 0.8 is set for other cases. The al-
lowed maximum number of nodes of SLFNs is Nmax = 300.

Fig. 5 shows the average testing RMSE decreasing trends and
the spent training time of the SLFN with RBF nodes for some
data sets. As observed from Fig. 5(a), the testing RMSE is de-
creasing with the increase of hidden nodes. Seen from Fig. 5(b),
the spent learning time is linearly increased with the learning
steps since the learning time spent for each step (a new node
added) is almost fixed (three fixed-length vector multiplication
operations only). For the sake of readability, only partial simu-
lation results are shown in Fig. 5. In fact, similar learning curves
can also be plotted for the SLFN with a different type of nodes
trained on different data sets.

During our simulations it is found that without further in-
creasing hidden nodes, the SLFN with 200 hidden nodes can
generally obtain good performance for all the tested cases which
are comparable to the results obtained by RAN and MRAN.
Table II shows the average testing RMSE and the corresponding
Dev of the proposed SLFN with 200 hidden nodes, RAN and
MRAN. As observed from Table II, except for the California
Housing data set, the generalization performance of the pro-
posed SLFN algorithm with different activation functions is
generally better than or comparable to RAN and MRAN. The
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Fig.5. Performance of the proposed SLEN learning algorithm with RBF nodes
on some benchmark problems: (a) Average testing RMSE and (b) training time
(seconds).

training time spent for each learning algorithm is shown in
Table III. It can be seen that the proposed SLFN algorithm
runs much faster than other sequential learning algorithms. The
network architectures of RAN and MRAN are automatically
determined through their own internal growing and/or pruning
mechanism, which is also shown in Table III. Different from
RAN and our SLEN algorithms, MRAN can prune insignificant
nodes based on some criterion. Thus, among all algorithms,
MRAN obtains the most parsimonious network architectures.
Among all the algorithms, RAN obtains the largest size of
networks for many tested cases excepted for small data sets.

B. Comparison Between the SLFN Algorithm With SVR and
Stochastic Gradient Descent BP

The proposed SLFN algorithm is also compared with the pop-
ular function regression algorithms such as SVR and stochastic
gradient descent BP. Compared with other methods, SVR can
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usually obtain higher generalization performance. Thus, the al-
lowed maximum number of nodes for SLFN is increased to
500 in this comparison. The sigmoidal activation function is
used in the SLFN. In order to get the best generalization per-
formance, the cost parameter C' and kernel parameter v of SVR
need to be chosen appropriately. Similar to [51], we estimate
the generalized accuracy using different combinations of cost
and kernel parameters (C,v) : C € {2!2, 21 271 2-21
and v € {2%,23,...,279 2710} Therefore, for each problem
we try 15 x 15 = 225 combinations of parameters (C, ) for
SVM and the average performances over 20 trials are obtained
for each combination of parameters (C, 7). The average perfor-
mance (testing RMSE, the corresponding Dev, and the training
time) of SLFN and SVR are shown in Table IV. Table IV also
shows the number of support vectors obtained by SVR and the
optimal values of the cost and kernel parameters (C,~). The
learning rate 7 and the momentum constant m of BP are set as
n = 0.06 and m = 0.8. The number of nodes assigned to sto-
chastic gradient descent BP algorithm is decided by trial and
error in order to obtain as good a generalization performance as
possible. During our simulations, 15 nodes and 30 nodes are as-
signed to BP when tested on Auto Price and Census (House8L)
data sets, respectively, and ten nodes are assigned to BP tested
on other data sets. It can be seen that the generalization perfor-
mance of SLFN is close to that of SVR in most cases. Among
eight data sets, the proposed SLFN obtains much better general-
ization performance than BP in four data sets and almost same
generalization performance in the other four data sets. Com-
pared to the results of RAN and MRAN shown in Table II, the
proposed SLFN with 500 sigmoidal nodes produces better gen-
eralization performance than RAN and MRAN in all cases ex-
cept the California Housing data set. For medium or large ap-
plications, SVR spent much more time on training than SLEN.

C. Performance Evaluation of the SLFN Algorithm for
Threshold Networks

The widely BP learning algorithm and its variants cannot be
used to train the threshold neural networks (SLFN with threshold
hidden activation function) directly as the threshold functions
are nondifferentiable. One method is to approximate threshold
activation function using sigmoid activation function with higher
gain parameters A. For example, a threshold network may be
approximated by a sigmoid network with A = 10. One may then
train such an approximated threshold network using BP instead
of training the threshold network directly [10]. The performance
comparison between our SLFN algorithm for threshold network
and the stochastic gradient descent BP for sigmoid network with
A = 10 has been conducted. There are 500 threshold nodes
assigned to the SLFN. The average performance of our SLFN
and stochastic gradient descent BP for threshold networks is
shown in Table V. As observed from Table V, our proposed
SLEN algorithm overall tends to have better generalization
performance than the approximated threshold network trained
by BP. It should be noted that the stochastic gradient descent
BP just trains an approximated threshold network instead of a
true threshold network, whereas our SLFN algorithm provides
a method to train the true threshold network directly. Fig. 6
shows the testing RMSE decreasing trends for some data sets.
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TABLE II
AVERAGE TESTING RMSE AND THE CORRESPONDING STANDARD DEVIATIONS (DEV) OF DIFFERENT ALGORITHMS: SLFN (WITH 200 NODES) WITH DIFFERENT
ACTIVATION FUNCTIONS (SIGMOID, SIN, AND RBF), AND TWO POPULAR SEQUENTIAL LEARNING ALGORITHMS: RAN AND MRAN

Problems SLFN RAN MRAN
Sigmoid RBF Sin
Mean Dev Mean Dev Mean Dev Mean Dev Mean Dev
Abalone 0.0920 | 0.0046 | 0.0938 | 0.0053 | 0.0886 [0.0049 |0.1183 [0.0076 [0.0906 [0.0065
Auto Price 0.0977 | 0.0069 | 0.1261 | 0.0255 | 0.1162 |[0.0179 |0.1418 [0.0261 |0.1373 |0.0381

Boston Housing 0.1167 | 0.0112 | 0.1320 | 0.0126 |0.1404 |0.0114 |0.1474 (0.0177 |0.1321 (0.0140
California Housing | 0.1683 | 0.0049 [ 0.1731 | 0.0081 | 0.1550 (0.0052 |[0.1506 |0.0035 |0.1480 [0.0030
Census (House8L) | 0.0923 | 0.0023 | 0.0922 | 0.0029 |0.0842 |0.0015 [0.1061 |0.0038 |0.0903 |0.0042

Delta Ailerons 0.0525 | 0.0078 | 0.0632 | 0.0116 [ 0.0635 |0.0090 |0.1018 |0.0083 [0.0618 ]0.0050

Delta Elevators 0.0740 | 0.0126 | 0.0790 | 0.0123 | 0.0739 | 0.0065 | 0.1322 (0.0130 |0.0807 [0.0068

Machine CPU 0.0504 | 0.0079 | 0.0674 | 0.0177 | 0.0665 |0.0278 [0.1069 |0.0246 |0.1068 |0.0367

TABLE III
TRAINING TIME (SECONDS) AND NETWORK COMPLEXITY COMPARISON OF DIFFERENT ALGORITHMS: SLFN WITH DIFFERENT ACTIVATION FUNCTIONS (SIGMOID,
SIN, AND RBF) AND TWO POPULAR SEQUENTIAL LEARNING ALGORITHMS: RAN AND MRAN. IN ALL THESE CASE, 200 NODES ARE INCREMENTALLY
ADDED TO SLFNS

Problems Training time of SLFN Training Time # nodes
Sigmoid RBF Sin RAN [ MRAN | RAN | MRAN
Abalone 02214 | 0.5030 | 0.1778 | 39.928 | 255.84 186.3 67.7
Auto Price 0.0329 | 0.0468 | 0.0188 | 0.3565 | 2.5015 238 22.5

Boston Housing 0.0515 0.0657 | 0.0470 | 2.0940 | 22.767 40.5 36.2
California Housing | 0.5448 1.3656 | 0.3872 | 3301.7 | 2701.1 |4883.0 93.0
Census (House8L) 0.8667 1.7928 | 0.5194 | 5399.0 | 38053 |6393.2 713

Delta Ailerons 0.2620 | 0.4327 | 0.1715 | 237.96 | 175.07 | 1118.1 76.6

Delta Elevators 0.2708 | 0.6321 | 0.2261 | 661.78 | 331.75 |2417.4 76.8

Machine CPU 0.0234 | 0.0447 | 0.0297 | 0.1735 | 0.2454 6.9 7.0

TABLE IV
PERFORMANCE COMPARISON OF SLFN WITH INCREMENTALLY ADDED 500 NODES, STOCHASTIC GRADIENT DESCENT BP, AND SVR. THE CLOSE
GENERALIZATION PERFORMANCE (TESTING RMSE) OBTAINED BY DIFFERENT ALGORITHMS IS UNDERLINED AND THE BEST RESULTS AMONG
THREE ALGORITHMS ARE SHOWN IN BOLDFACE

Problems SLFN@ BP® (A = 1) SVRP
Testing RMSE Training Testing RMSE Training Testing RMSE Training | # SVs (C,v)
Mean Dev Time (s) Mean Dev Time (s) Mean Dev Time (s)
Abalone 0.0878 | 0.0032 0.5560 0.1175 | 0.0095 0.4406 0.0846 {0.0013 1.6123 309.84 [(2 %,27F)
Auto Price 0.0883 | 0.0036 0.0954 0.2383 | 0.0587 0.0154 | 0.1052 |0.0040 0.0042 2125 |(2 8,279)
Boston Housing 0.1095 | 0.0090 0.1419 0.1882 | 0.0243 0.0579 0.1155 {0.0079 0.0494 46.44 (2 4,279)
California Housing | 0.1555 | 0.0021 1.3763 0.1579 | 0.0033 2.0307 0.1311 |0.0011 74.184 2189.2 (2 3,21
Census (House8L) | 0.0871 | 0.0021 1.7295 0.0866 | 0.0025 2.7814 0.0683 |0.0013 11.251 81024 (2 1,271
Delta Ailerons 0.0472 | 0.0049 0.7058 0.0459 | 0.0033 0.6610 0.0467 |0.0010 0.6726 82.44 (2 3,279)
Delta Elevators 0.0639 | 0.0067 0.7296 0.0653 | 0.0019 0.8830 0.0603 | 0.0005 1.1210 26038 |(2 9,272)
Machine CPU 0.0491 | 0.0089 0.0765 0.1988 | 0.0429 0.0206 0.0620 [0.0180 0.0018 7.8 (2 6,2-4)
% run in MATLAB environment.
b run in C executable environment which is usually much faster than MATLAB.
TABLE V
PERFORMANCE COMPARISON BETWEEN THE APPROXIMATED THRESHOLD NETWORK (A = 10) TRAINED BY STOCHASTIC GRADIENT DESCENT BP AND THE TRUE
THRESHOLD NETWORKS TRAINED BY THE PROPOSED SLFN WITH 500 THRESHOLD NODES: g(2) = —1,<0 + 1.>0
Problems Testing RMSE Dev of Testing RMSE Training Time (s)
Threshold | BP(A = 10) | Threshold | BP(A = 10) | Threshold | BP(A = 10)
Abalone 0.0951 0.1332 0.0142 0.0102 0.2908 0.4313
Auto Price 0.1141 0.3209 0.0130 0.0665 0.0735 0.0172
Boston Housing 0.1346 0.2196 0.0104 0.0279 0.0907 0.0548
California Housing 0.1828 0.1806 0.0179 0.0226 0.8186 1.9548
Census (House8L) 0.0941 0.1032 0.0062 0.0068 1.0117 2.7359
Delta Ailerons 0.0790 0.0400 0.0397 0.0055 0.3550 0.6375
Delta Elevators 0.0713 0.0895 0.0110 0.0090 0.5102 0.8970
Machine CPU 0.0739 0.2281 0.0140 0.0479 0.0658 0.0215
D. Comparison Between the SLFN and TLFN Algorithms algorithms is also evaluated in the approximation of the SinC
The performance of the proposed SLFN and TLFN algo- function
rithms has been compared on medium or large problems such
as Abalone, California Housing, Census (House8L), Delta sin(z)/z, x#0 29
Ailerons, and Delta Elevators. The performance of these two y(o) = 1, r=0" (29)
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TABLE VI
PERFORMANCE COMPARISON OF TLFN WITH 100 SIN NODES AND SLFN WITH 200 SIN NODES. THE TRAINING TIMES OF TLFENS ARE THE TOTAL TIME SPENT
ON SEPARATE SLFNS TRAINED ON DIFFERENT SUBREGIONS AND DO NOT INCLUDE THE TIME SPENT ON SORTING TRAINING DATA

Problems TLFN SLEN
Testing RMSE Spent Time (s) L Testing RMSE Training
Mean Dev Training | Sorting Mean Dev Time (s)

SinC 0.0091 | 0.0010 | 0.5078 0.0078 |20 | 0.0096 | 0.0049 0.6297

Abalone 0.0866 | 0.0040 | 0.3141 0.0016 |20 | 0.0886 |0.0049 0.1778

California Housing | 0.1527 | 0.0026 | 0.2453 0.0031 2 0.1550 |0.0052 0.3872

Census (House8L) | 0.0813 | 0.0031 0.3937 0.0094 |10 |0.0842 |0.0015 0.5194

Delta Ailerons 0.0528 | 0.0108 0.0891 0.0016 2 0.0635 | 0.0090 0.1715

Delta Elevators 0.0719 | 0.0039 0.1125 0.0016 2 0.0739 | 0.0065 0.2261
’ ‘ ’ Abalone nodes converge to any continuous target function f in a compact
02 Auto Price subset of R?, one may only need to choose any bounded noncon-
a‘:éii:!eg;"j stant piecewise continuous activation function g : R — R for
0-18 additive nodes or any integrable piecewise continuous activation
functiong : R — Rand [, g(z)dz # 0 for RBF nodes. It
w 016 i is also noted that all the previous results [1]-[4], [14]-[16],
= [20]-[29], [34]-[44] are based on the conventional network
2 0.14 i model where additive or RBF hidden nodes need to be tuned
3 during training. These previous proof methods may not be imple-
012 ———— ]  mentable either. For example, some previous constructive proof
. methods [14], [37] need to find enough appropriate interpolation
01 ] or partition points for network construction purposes; however,
,,,,,,,,,,,,,,,, in real applications, only a finite number of training samples is
008 e e i available and they may not be the required interpolation points
0 100 200 300 200 s00 for such universal approximation problems. Some incremental

Learning steps (Number of nodes)

Fig. 6. Performance of the SLFN learning algorithm with 500 hard-limit addi-
tive nodes on some benchmark problems: average testing RMSE.

A training set (z;,y;) and testing set (x;,y;) with 10000 and
5000 data, respectively, are created where z;’s are uniformly
randomly distributed on the interval (— 10, 10). In order to make
the regression problem ‘“real,” large uniform noise distributed
in [—0.2, 0.2] has been added to all the training samples while
testing data remain noise-free.

The maximum number of hidden nodes is set as 200 for the
SLFN learning algorithm and the maximum number of hidden
nodes is set as 100 for the TLFN learning algorithm. The target
error is set 0.001 for SinC problem and 0.01 for the rest of
the problems. Table VI shows the average performance of these
two algorithms. It can be observed that TLFN with 100 nodes
can get better generalization performance than SLFN with 200
nodes. The TLFN algorithm runs faster than SLFN in these
cases. The training time shown in Table V1 is the total time spent
for training all SLFNs in all subregions but does not include
the time spent for sorting the input data into different L subre-
gions. It can be seen that the sorting time spent in TLFN is only
0.5-2.5% of the training time, which could be ignored.

V. DISCUSSION AND CONCLUSION

This paper first proves in an incremental constructive method
that the input weights and hidden layer biases of SLFNs with
additive hidden nodes or centers and impact factors of RBF
nodes of RBF networks need not be tuned at all. In order to make
the incremental network f,, with randomly generated hidden

algorithms proposed for SLFNs with additive hidden nodes in
the literature [14]-[16], [30], [31] require one to find the best
input weights and hidden node biases for newly added nodes
based on complicated methods as well.

The main aim of this paper is to prove in theory that the SLFNs
with randomly generated hidden nodes are actually universal
approximators. In fact, the proof itself is a practical incremental
constructive method, which actually shows an efficient way
to construct an incremental feedforward network. This simple
incremental constructive method with different activation func-
tions has been compared with other popular learning algorithms
on some benchmark artificial and real-world problems. The
simulation results show that our proposed method can reach
good generalization performance in a very efficient and simple
way. Interestingly, theoretically the learning algorithms de-
rived from our constructive method can be applied to a wide of
activation functions no matter whether they are sigmoidal or
nonsigmoidal, continuous or noncontinuous, or differentiable
or nondifferentiable. The traditional gradient-descent-based
learning algorithms cannot be applied to networks with nondif-
ferential activation functions such as threshold networks since
the required derivatives are not available. These methods may
also face local minima issues. Many popular learning algo-
rithms do not deal with threshold networks directly either and
instead use some analog networks to approximate them such
that gradient-descent method can finally be used. However,
the proposed learning algorithm can be used to train threshold
networks directly. A thorough performance evaluation of the
proposed algorithms using different activation functions for dif-
ferent applications should be further systematically conducted in
future. Although many other incremental learning algorithms
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have been proposed in the literature for training RBF networks
[20]-[25], unlike our incremental learning algorithms, the
universal approximation capability of these previous learning
algorithms has not been proved yet. The universal approxima-
tion capability of these incremental RBF learning algorithms
could be proved based on our proposed theory.

A special TLFN network architecture has also been proposed
in this paper, which consists of many learning machines (SLFNs)
with additive nodes each locally trained on one subregion of
the whole sample input space. Since all these local learning
machines can use the same input weights and hidden layer bi-
ases, these local learning machines can actually share the same
hidden nodes. Compared to[5], which only shows that infinite
differentiable sigmoidal functions can be used as activation
function in such TLFNS, it has been extended in this paper that a
large broad type of activation functions can be used if only they
are bounded nonconstant piecewise continuous. It is not difficult
to see that for modular networks such as ensemble computing
and mixture of local experts [52], [53], one may actually be able
to obtain compact networks by allowing those local learning
machines to share common hidden nodes. Some researchers
[14]-[16], [30], [31] proposed incremental constructive methods
for SLFNSs that will fix parameters of existing nodes after trained
and will not be adjusted when new nodes are added. However,
similar compact TLFNs cannot be constructed based on such
incremental methods [14]-[16]. Based on these constructive
methods [14]-[16], [30], [31], the input weights of each SLFN
need to be trained at least one time and different SLFNs have
different input weights and hidden biases. Thus different SLFNs
cannot share common hidden nodes.
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